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Introduction
Goal: 

Facilitate psycholinguistic and acquisition studies of the world’s languages while it’s 
still possible, starting with the 16 endangered Formosan languages of Taiwan.


Background: 

• The vast majority of psycholinguistic and language acquisition studies focus a small 

number of languages (Collart, 2023; Kidd & Garcia, 2022).

• Major roadblock: Lack of corpora (for computational analysis, word frequencies, 

surprisal, etc.)

• ~50% of languages are already gone and as many as 90% would be by the end of 

the century


Why Formosan Languages?

• Cover every major branch of Austronesian family, one of largest in world.

• Formosan languages challenge existing theory (voice system, no clear parts of 

speech, etc.)

• Preexisting standardized written form, reference grammars, dictionaries, large 

“latent” corpus.

Method
Data Collection: 

• Leveraging partnerships with researchers, 

indigenous groups, and government agencies

• Processing & reformatting latent corpus:


• Published corpora

• Indigenous YouTube

• Dictionaries (with example sentences)

• Instructional materials

• Wikipedias

• Radio & TV transcripts


• Obtaining permission for republication


Data Processing and QC:

• Initial processing: Hand-verified OCR if 

necessary; Remove extraneous text; Alignment 
of translations, audio, if any; Convert to 
modified Pangloss format.


• Automated Validation: XML, orthography, 
frequent words, translations, etc.


• Manual Quality Control: Manually review 
flagged segments and random samples.


Current Status
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Fig 1: Historical distribution of Formosan languages Table 1: Language status and speaker population, based on Ethnologue 
(Eberhard et al., 2022). NOTE: Yami/Tao is not “linguistically” Formosan.
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Mother put the child into the cradle.
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Mother put bananas (in a cradle) for the child.
Zeitoun, 2005

In the above examples, note that the particle marking case (oblique or nominative) precedes the noun.
Critically for our purposes, the verb teaph appears in one of four morphological forms: active voice (AV),
passive voice (PV), instrument voice (IV), or benefactive voice (BF). The auxiliary – the first word in each
sentence – also carries information about voice, though the relationship to the voice marker on the verb is not
straightforward. This system is often called “symmetric voice”, because unlike the active/passive alternation
in English, there is no obvious base form: all four verb forms are morphologically complex.
The extant Formosan languages vary in their how voice is instantiated (Li, 2008). Indeed, one language
(Rukai), does not have symmetric voice but rather a clear active/passive alternation (Zeitoun, 2007). Again,
the exact phenomenological characterizations of the languages and their theoretical interpretations remain
controversial, which only underscores the importance of better understanding them (see previous citations).

1.2 Benefits of a mid-scale, machine-readable corpus of Formosan

Figure 2: Approximate distribution of Formosan lan-
guages in early 17th Century (Blundell, 2009; Ku, 2016).

It is well-understood and widely documented that
the language sciences are over-fit to a small num-
ber of languages, particularly English (Anand et
al., 2020; Blasi et al., 2022; Christiansen et al.,
2022; Evans & Levinson, 2009; Jaeger & Norcliffe,
2009; Kidd & Garcia, 2022a, 2022b; Liu, Richard-
son, et al., 2022; Seifart et al., 2018; Slobin, 2014).
While there has been substantial progress in provid-
ing initial documentation of languages (small cor-
pora, grammar sketches, etc.; Seifart et al., 2018),
this is really only the first step in characterizing a
language. Computational analysis, psycholinguis-
tic investigations, and language acquisition studies
all play a key role (Bender & Langendoen, 2010;
Crocker, 2012; Hinrichs et al., 2004; Jackendoff,
2003; Norcliffe, Harris, et al., 2015). Unfortunately,
experiment-based research in particular remains lin-
guistically narrow; for instance, in language acquisi-
tion, English is still the topic of study for the lion’s
share of published reports (Kidd & Garcia, 2022a).
For the vast majority of languages, high-quality
experiment-based and computational research is not
currently possible. Computational work requires
sufficiently-large machine-readable corpora. So does
experiment-based research, where experimental de-
sign often depends on deriving word frequencies,
cloze probabilities, and other statistics from corpora. With modern natural language processing depend-
ing on corpora of billions of words, it is worth noting that until relatively recently, most of the research in
English depended on much smaller corpora, such as the Brown Corpus (approx. 1 million words; Kučera &
Francis, 1967), the Penn TreeBank (approx. 4.5 million words; Marcus et al., 1993), CHILDES (currently
approx. 11 million words in the North American English corpora, but historically much smaller; MacWhin-
ney, 1996)2, and the Wall Street Journal corpus (approx. 47 million words; Paul & Baker, 1992). Currently,
2We calculated statistics using the childesr package with database version 2021.1 (Braginsky et al., 2019;
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Text & Audio processed & permission 
obtained. NOTE: Quality Control is 
ongoing…

Next Steps
Data Priorities: 

• Finish automating Quality Control

• Incorporate more glossed corpora

• Obtain rights for


• Indigenous YouTube

• Radio & TV


• Obtain rights for more glossed corpora

Bootstrapping the Corpora: 

• Automatic Speech Recognition for 

transcription (Prud’hommeaux et al., 2021)

• Apply to ongoing Paiwan data collection

• Eberhard, D. M., Simons, G. F., & Fennig, C. D. (2022). Ethnologue: Languages of the world (Vol. 22).

• Michailovsky, B., Mazaudon, M., Michaud, A., Guillaume, S., François, A., & Adamou, E. (2014). Documenting and researching endangered 

languages: the Pangloss Collection.

• Prud’hommeaux, E., Jimerson, R., Hatcher, R., & Michelson, K. (2021). Automatic speech recognition for supporting endangered language 

documentation.

Use the Corpora!


• Machine Translation (requested by 
indigenous partners)


• Classifiers for finding unusual syntactic 
patterns (requested by colleague)


• Comparison of voice system across 
languages (using parallel corpora)

especially the Indigenous Languages Research and Development Foundation of Taiwan.

Next Next Steps

• Design psycholinguistic studies

• Collect child-directed speech 

(limited # of languages)


•

Publish v.1


