Uncovering Cross-linguistic Morphosyntactic Transfer in Second
Language Learning

Many learners find that the morphosyntax of their first language (L1) affects how they learn a
second (L2). The reasons, mechanisms, and extent of such influence are debated. Prior studies
indeed show complex patterns of both positive (facilitatory) and negative (inhibitory) transfer,
varying by morphosyntactic phenomenon and language pair tested (MacWhinney, 1992). Un-
fortunately, such studies tend to focus on narrowly-defined phenomena in a handful of language
pairs (cf. Mitchell et al., 2019), making it difficult to draw a clear picture regarding whether and
which morphosyntactic features are consistently transferred independent of L1-L2 pair. The few
larger-scale experiments mostly focus on character/lexical co-occurrence specific to the language
pairs of interest (Malmasi & Dras, 2014).

This study addresses these limitations by using machine learning to identify consistent patterns
of transfer (if any) in L2 morphosyntax across 275 L1-L2 pairs. Transfer effects should allow one
to distinguish L2 morphosyntax produced by speakers with different L1 backgrounds (Malmasi
et al., 2017). Possible outcomes include: no linguistic feature consistently transfers (positively or
negatively) across L1-L2 pairs; all linguistic features transfer in many/most cases; or only some
aspects of morphosyntax transfer, such as early-learned or UG-implicated phenomena (Mitchell
et al., 2019). We note that our focus on common patterns across languages means that we will
necessarily miss unusual interactions between specific L1-L2 pairs, which are better assessed
in more targeted studies. Additionally, our method assesses transfer holistically and does not
cleanly distinguish positive from negative transfer.

Data consisted of 117,163 essays written in L2s, compiled from published learner corpora. While
demographics about the writers are minimal — limiting some kinds of analyses — the data set is
rich in L1s and L2s (Fig. 1). To determine whether we can detect consistent morphosyntactic
transfer across L1-L2 language pairs, we used an automatic parser to identify part-of-speech
(POS) tags and dependency relations, which are largely theory-neutral and can be automatically
annotated (Berzak et al., 2014; De Marneffe et al., 2021; van der Goot et al., 2021). We then
trained a ridge classifier to identify L1s from the patterns of 3-grams of POS tags and 3-grams
of dependency relations in the combined data set. The model achieved much better performance
than several different baselines (Table 1).

To study what morphosyntactic features are transferred from L1 to L2, we designed a rich set
of hand-curated features at the raw text (e.g., the number of words), morphological (e.g., aspect
of the verb), and syntactic (e.g., distribution of subordinate clauses) levels. These features were
used for L1 classification, where the contribution of each feature was measured as the increase
or decrease in classification performance (permutation-adjusted F1 score). The results (Table
2) demonstrated strong transfer effects for certain auxiliary/lexical verb morphological features;
in contrast, the relative order of main and subordinate clauses and the average clausal length
show little transfer.

We discuss the implications of our results for theories of L2 learning (Mitchell et al., 2019).
We also discuss future directions, including potential methods for disentangling positive and
negative transfer.
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Figure 1: Visualizations of the top 5 most frequent L1 for each of the 13 L2 in our data; pie
chart size indicates the size of the data available for the given L2.

Table 1: Classification results using different mor-  Table 2: Examples of most predictive vs.

phosyntactic representations. non-predictive features.
Model Precision Recall F1 Predictive
" Majority  0.01 004 001 verb inflection (singular vs plural)
Random  0.08 0.01 0.02 auxiliary inflection (mood; e.g., imperative)
Stratified  0.10 0.04 0.04 verb inflection (finite vs non-finite)
Ridge 0.41 0.41 0.41 distribution of dependency relation

Non-predictive
the order of main and subordinate clauses
average clausal length
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